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SUMMARY

Solutions architect with expertise in EC2, ELB, ASG, IAM, Route 53 and S3 services

On-Prem backup data migration to AWS S3 storage using Veritas Netbackup software; Applications AWS environment buildout and management using Terraform and AWS console. Also uses other softwares like Jira, Splunk, Confluence, Ansible and Newrelic Infra.
Senior Solaris systems and network architect, engineer and administrator with experience working on SPARC and x86 Oracle server architectures.  Highly proficient in Solaris virtualization using Oracle’s OEM Ops-Center utility and CLI. Proficient in software integration and management on Solaris and Linux environments. SAN/Storage architect, engineer, and administrator with experience on Hitachi USP and VSP subsystems, EMC Symmetrix (VMAX) storage arrays, Fujitsu Eternus Storage arrays, Sun ZFS appliance, Brocade backbone and border switches and Storage virtualization. Extensive experience in Disaster recovery. Proficient with storage enterprise applications, tools and consoles. Extensive Solaris, RHEL and Windows OS and network experience. Expert in Capacity Planning in the Open systems environment. Team Lead or lead Solaris administrator in several organizations and/or projects. Prior scientific research experience with technical writing abilities. 
SECURITY CLEARANCE

Trust Level - ACTIVE
EDUCATION

Ph.D. Biophysical Chemistry

University of Ibadan, Ibadan, Nigeria.

B.SC Chemistry


University of Ibadan, Ibadan, Nigeria.

CERTIFICATIONS

Sun Certified Network Administrator for Solaris 8 
COURSES ATTENDED

Ultimate AWS Certified Solutions Architect Associate – In progress
Cisco UCS System Installation and Management 
EMC Symmetrix Configuration and Management 
Solaris 10 Advanced Systems Administration 
Sun Storagetek Operations Manager 
Sun Fire 15K/12K Server Administration 
Solaris 8 TCP/IP Network Administration 
UNIX Shell Scripting

COMPUTER SKILLS

AWS Cloud: EC2, EBS, EFS, IAM, ELB, ASG, Route 53 and S3 services
Operating Systems:  UNIX (Solaris (9, 10 and 11), Red Hat Linux), Windows 7 and 10 Professional
Programming Language:  Quick Basic, FORTRAN, Unix Shell scripting, HTML 

Applications:  Jira, Confluence, Splunk, Newrelic Infra, AWS Console, EMC Powerpath, Solutions enabler, SMC and Unisphere; Navigator and Hitachi Storage Advisor; Symantec (Veritas) Volume Manager/File System, Veritas NetBackup
Network:  TCP/IP, DNS, NIS, NTP, NFS, DHCP, LDAP 
Hardware: Sun T and M series servers, Windows and Sun X86 server platforms, Oracle ZFS Appliance, EMC VMAX Symmetrix Storage arrays; Hitachi USP and VSP subsystems; Brocade DCX backbone and Silkworm series switches. Fujitsu Storage Eternus DX200 S3 array.
EXPERIENCE

Ventech Solutions, Manassas, VA
11/2021 to Present (eSimplicity DevOps Team)
AWS/Linux engineer supporting the CMS/CCSQ eSimplicity managed CDR (Central Data Repository) Ambari and SAS-Viya environments in AWS cloud. Responsibilities include customized instance buildouts, OS/security management, OS system updates using RHEL and other applications specific yum repositories, and data backups using s3 storage. Tools and softwares used for the execution and management of work include Terraform, AWS console, Ansible, Ambari console, SAS Environment Manager, SAS Studio console, Jira, Confluence, Splunk and Newrelic Infra softwares.
08/2015 to 04/2021 (Systems Architect/Consultant)

Performed the continued update and management of the Solaris 11 TEA environment (CMS/CCSQ) at the Buccaneer Data Center, and then the Ashburn Data Center. Was part of the team that implemented migration of CCSQ On-prem backup data from Ashburn Data Center (On-Prem) to the AWS cloud, US-East1 region using Netbackup Cloud catalyst (5240s) and Access (3340s) appliances. Migrated the Netbackup master and cloud catalyst servers to the AWS cloud, and used S3 storage for backup data storage and archival.  Working with Veritas, worked out the restore process for the restore of the migrated Netbackup backup data in standard and deep glacier S3 storage, to RHEL and Windows clients in the AWS cloud. 
General Dynamics Information Technology (GDIT), Warrenton, VA

01/2014 to 08/2015 (Systems Architect/Consultant)
Designed and implemented the build out of the Oracle Ops-Center tool in the Buccaneer Data Center. Ops-Center is Oracle’s automated tool used for rapid provisioning of physical and virtual Solaris servers; automated maintenance activities including patching and software updates; and infrastructure monitoring. Consequently, used Ops Center to build out the CCSQ, CMS virtualized TEA environment to support an enterprise platform for CCSQ five lines of business (LOBs). After the TEA buildout, continued to maintain it and other Solaris environments using both CLI and Ops-Center. 
URS/Apptis, DC
06/2012 to 01/2016 (Senior Unix Admin Supporting SEC SAS Application)
Senior Unix Admin in support of SAS and other associated applications like Matlab, STATA and Mathematica for SEC’s Division of Economic and Risk Analysis (DERA). Duties included system architectural design for SAS and accompanying applications, SAS installations, upgrades and day to day management. Built out DERA’s Solaris and Linux servers in addition to their day to day administration and management. Administration involved file system management using VxFS and ZFS, SAN file system backups using snapshotting, system performance monitoring, capacity management (storage, CPU and memory) and general user management. Designed and implemented the build out of STATA and Mathematica for the first time in the environment. Migrated SAS and supporting applications from the Solaris platform to Red Hat Linux platform. Also, setup the SAS and OIDS environments from scratch in a mirror site for disaster recovery purposes.
Lockheed Martin, Baltimore, MD

11/2005 to 03/2012 (Team Lead: Hardware, Enterprise Storage and Operations)

Technical team lead for Lockheed Martin CMS-CITIC contract Mid-Tier Unix operations. Hardware managed included F25K frames, Sun Fire V120 to V890 servers, Sun T2/T3 architecture servers and Sun M8000 frames; 6 Hitachi arrays (3 Lightening, 2 USP and 1 VSP subsystem), 1 EMC VMAX array and 1 STK 6140 with over 400 TB of storage; Fujitsu Eternus CentricStor VTL array supporting both Open Systems and Mainframe environments. Was responsible for all mid-tier Unix operations including storage management, Sun F25K/M8K frame management and backup/recovery operations. SME and primary SAN and Sun frames architect/administrator in the CMS-CITIC Data Center. Participated in the OS migration effort from Solaris 9 to Solaris 10 platform. Was responsible for Capacity Planning in the Open Systems environment. Managed about 10 junior/senior systems and SAN administrators. Was Open systems SAN, Backup/DR and high end servers architect, and was also responsible for advising the CITIC program for the types of server hardware and storage subsystems to be purchased. Was lead storage architect in the migration of the Open systems backup environment from tape to the Fujitsu CentricStor VTL solution. Integrated the Mainframe zLinux storage environment into the Open Systems SAN environment using NPIV. Allocated and configured open systems storage on zLinux guests on the Mainframe. Worked with EMC and ViON to setup EMC VMAX and Hitachi VSP respectively. Was directly responsible for migrating data from older storage arrays to these newer storage arrays using host based migration. 
EDS, Rockville/Perryman, MD
06/2003 to11/2005 (Senior Solaris Systems Admin) 
Was lead SA managing MCI’s SAP applications for the EDS Solaris team. Functions included configuration of new hardwares and softwares, network administration, storage management using
enterprise applications like Veritas volume manager/file system software and EMC SAN applications, patch management and general supervision of other functions like backups and security in the landscape. Supervised a number junior/mid-level SAs. 

Lead SA on several other major projects, including the Roll Forward project that involved the building and configuration of newer and faster Sun’s Sun Fire servers that facilitated MCI emerging from bankruptcy on schedule. This involved the configuration of 4 Sun Fire 6800 servers, building/configuration of 9 Sun Fire V880 servers, configuration of 5 domains on a Sun Fire 15K server, and the migration of 3 large Oracle databases from Sun E10K domains to the Sun F15K domains. Personally, configured the F15K platform including building 5 domains on the platform. 
MCI, Rockville, MD 
11/2000 to 06/2003 (Acting Technical Team Lead for SAP Production Systems)
Was responsible for overall technical issues within the Data Center. This included the installation/configuration of new hardwares and softwares, and maintenance/upgrades of existing systems. Was responsible for service assurance, systems security and patch management in the Data Center. 
Built and supervised the installation and configuration of several enterprise servers and E10K domains in the Data Center as technical lead (08/2002 – 06/2003). Also, managed all the Sun and EMC storage in the Data Center within this period. This involved using enterprise tools like EMC’s ESN Manager and Symmetrix Manager in addition to EMC symcli. Upgraded and reconfigured BMC Patrol, the enterprise monitoring tool used in the Data Center. Also, used self-written scripts to monitor the individual health of all the servers in the landscape. Was the primary SA involved in the migration of a 1.5 Terabyte SAP production database from an E6500 to an E10K server. Was involved in setting up Legato backup servers and storage nodes for system backups. Managed an EMC Celerra file server that is based on a Linux operating system and a Sun SE 3910 (Sun T3+) storage system.

Center of Fluorescence Spectroscopy, Univ. of MD at Baltimore, Baltimore, MD 

04/1998 –11/2000 (Research Scientists)

Research and development on time resolved fluorescence in tissue and blood. Presented series of scientific papers at local and international meetings. Co-owner of US patent # 6663845 – Devices and methods for monitoring drug therapy compliance. 

Walter Reed Army Institute Of Research, Rockville, MD

04/1995-09/1997 (NRC Senior Resident Research Associate)

Research and development. Primary research was on the development of blood substitutes based on hemoglobin for the US military. Published several scientific papers in peer reviewed journals. Made several presentations at national meetings. Supervised undergraduate interns and technical staff.
Gerontology Research Center, National Institute on Aging, NIH, Baltimore, MD

04/1990-10/1994 (Fogarty Visiting Fellow)

Research on hemoglobin oxidation and red cell aging. Published several scientific papers on the subject in peer reviewed journals. Wrote programs in Quick Basic and on MLAB platform for analysis and modeling of research results. Made several presentations at national meetings.
PUBLICATIONS and REFERENCES

32 publications and 46 abstracts presented at Scientific meetings.

References are available on request.
